A test of evolutionary theories of aging
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Senescence is a nearly universal feature of multicellular organisms,
and understanding why it occurs is a long-standing problem in
biology. The two leading theories posit that aging is due to
() pleiotropic genes with beneficial early-life effects but deleteri-
ous late-life effects (““antagonistic pleiotropy’’) or (i) mutations
with purely deleterious late-life effects (“mutation accumula-
tion"). Previous attempts to distinguish these theories have been
inconclusive because of a lack of unambiguous, contrasting pre-
dictions. We conducted experiments with Drosophila based on
recent population-genetic models that yield contrasting predic-
tions. Genetic variation and inbreeding effects increased dramat-
ically with age, as predicted by the mutation theory. This increase
occurs because genes with deleterious effects with a late age of
onset are unopposed by natural selection. Our findings provide the
strongest support yet for the mutation theory.

enescence is the decline in organismal fitness and perfor-

mance with age, and it is a nearly universal feature of
multicellular organisms (1-5). Two evolutionary models predict
that senescence will evolve because, with few exceptions, the
force of natural selection declines with adult age (6). Both
theories require the existence of genes with age-specific effects,
but the kind of age-specific gene action that is required differs
(6). According to the antagonistic pleiotropy (AP) theory,
pleiotropic alleles that increase survival or reproduction early in
life but decrease survival or reproduction late in life can
accumulate in populations, because the selective advantage of
the early benefits outweighs the late-life disadvantage. Under
the mutation accumulation (MA) theory, alleles with purely
detrimental effects can also accumulate if those effects are
confined to late life when selection against them is weak. Thus
under both theories, populations harbor alleles that are delete-
rious in old but not in young individuals.

Ramifications of the two theories are quite different. Under
AP, senescence is due to a “tradeoff” between early- and late-life
fitness, and any genetic or evolutionary change in senescence will
be accompanied by changes in early-life fitness components. In
contrast, the MA theory suggests that senescence is caused, at
least in part, by alleles that are neutral early in life, and thus
genetic or evolutionary changes in senescence need not be
accompanied by any change in early-life fitness. In principle,
senescence could be slowed or delayed by artificially selecting on
late-life fitness or by genetic manipulation of late-acting dele-
terious alleles, and there would be no cost incurred at earlier
ages.

These two theories have been subjected to several experimen-
tal tests, but previous attempts to distinguish between them have
been inconclusive because of a lack of clear and contrasting
predictions (4, 7-9). Of the two, AP has received the strongest
support, with studies consistently showing negative genetic cor-
relations between early- and late-life fitness, which is a prediction
only of the AP theory (reviewed in refs. 9 and 10). Thus far, the
evidence in support of MA is more ambiguous. Most tests have
concentrated on measuring age-specific additive genetic varia-
tion in fitness traits, because an age-related increase was pre-
dicted under MA (11). Some studies have reported such an
increase (12, 13), whereas others show an early increase followed
by a late-life decline in variance (7, 14, 15). These studies leave
the issue unresolved, because they differed in both experimental
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and statistical methodology (8) and subsequent theoretical work
showed that increases in additive variance with age could result
under the AP as well as the MA theories (7).

Recently, new quantitative genetic models have provided
several predictions that can be used to distinguish the two
processes (7). For example, if MA contributes to senescence,
fitness components such as reproductive success and survival will
exhibit age-related increases in dominance (V'p) and homozy-
gous genetic variance (V) in addition to additive variance (V).
Inbreeding depression (ID) will also increase with age. The
increase occurs because the genetic variances and inbreeding
load are proportional to the equilibrium frequencies of delete-
rious alleles, and these frequencies will increase with age under
MA. In contrast, AP will not lead to age-related increases in V'p,
Vy, or ID, although it can contribute to increases in /4 under
some conditions (7).

We tested these predictions by measuring age-specific repro-
ductive success for 100 different genotypes of Drosophila mela-
nogaster, produced from all possible crosses among 10 isogenic
lines derived from a single, randomly breeding population. We
chose to measure reproductive success rather than survival
because of the complications involved in estimating variance
components for survival data (8, 16). The age-specific repro-
ductive output of 6,000 flies contributed to these measures, and
66,183 offspring of these flies were counted to get age-specific
measures of genetic variance and ID.

Methods

We first created 25 different isogenic lines from wild-type flies
from the Ives (IV) laboratory population of D. melanogaster.
This population is inversion-free and laboratory-adapted (13, 17,
18), which minimizes biases in genetic variance estimates due to
novel-environment effects (19). Each line was genetically iden-
tical for both the second and third chromosome, which accounts
for ~80% of the Drosophila genome. We first placed the second
and third chromosome balancer T (2, 3) A1-W (20) on an IV
genetic background to create a balancer stock in which the X and
Y chromosomes were derived from the I'V population. These and
all subsequent crosses were conducted so as to avoid hybrid
dysgenesis (e.g., ref. 13). Crossing females from the balancer
stock to a single wild-type male from the IV population and then
backcrossing a single F; male to balancer females produced F;
flies that were identically heterozygous for a single wild-type
second and third chromosome balanced over the T (2, 3) A1-W
reciprocal translocation. X-chromosome variation was present in
these lines, but all X chromosomes were derived from the IV
population. This within-line variation due to X-linked genes
would have contributed to the residual and not the genetic
variation among lines. We randomly chose 10 lines from the
original 25, the only criterion being that the wild-type chromo-
somes were homozygous-viable. The 10 isogenic lines were
crossed in all possible combinations, with each line used as both
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sire and dam (a complete diallel design with reciprocal crosses)
to yield 100 different genotypes (10 homozygous genotypes
resulting from crossing a line to itself, and 90 heterozygous
genotypes resulting from crossing two different lines). Six rep-
licate crosses were made per genotype, organized into three
blocks that each contained two replicates of each cross. Different
sets of parents were used in each replicate, and thus none of the
six replicates shared any individual parents.

Virgin males and females were collected from each isogenic
line. Three to six days after collection, we placed equal numbers
of males and females (20—40) into laying bottles in each of the
100 different combinations of the diallel design. Laying bottles
contained molasses-agar laying medium and yeast paste. During
a single 12-h period, we collected first-instar larvae from each
bottle and transferred them to rearing vials at a density of 20
larvae per vial. Adult virgin males and females representing the
100 experimental genotypes then were collected from each
rearing vial during a single 12-h period. For each replicate of
each genotype, five male and five female flies from each line
were placed together in a vial to assay the age-specific repro-
ductive success of the genotype. Flies were transferred to fresh
vials without anesthesia every 7 days until all flies in a vial had
died. At each transfer dead flies were removed and counted.
Each laying vial was retained for 10 days after the experimental
flies were removed. This period maximizes the number of
first-generation offspring produced while eliminating the possi-
bility of counting any second-generation offspring. All offspring
from each vial were counted, and the age-specific reproductive
success of each set of experimental flies was recorded.

We calculated age-specific additive and dominance variance
from the noninbred crosses using the method of Cockerham and
Weir (21, 22). This method estimates genetic variance compo-
nents from the general and specific combining abilities of the
parental lines plus reciprocal-general and reciprocal-specific
combining abilities from the reciprocal effects of parental lines.
The full diallel design uses each parental line as both sire and
dam and therefore includes reciprocal crosses for each unique
combination of second and third chromosomes. We first tested
for reciprocal effects in parental lines and in crosses within lines
by constructing general linear models including and excluding
these effects and comparing likelihood ratios. Because the
reciprocal effects all were nonsignificant (reciprocal effects
within parental line: x> = 1.50, P = 0.22; reciprocal effects within
cross: x> = 0.01, P > 0.92), we reduced the model to one
containing only general and specific combining abilities, from
which estimates of additive, dominance, and residual variance
were computed (23, 24). Only noninbred lines were used in this
analysis to avoid bias from ID in the homozygous lines.

After square-root transformation, data from the first four age
classes (days 7, 14, 21, and 28) of the heterozygous crosses
conformed well to the assumptions of the variance component
analyses. Older age classes (>28 days) deviated substantially
from assumptions of normality and homoscedasticity, because
few replicates were still producing offspring at those ages,
yielding large numbers of zero values. We therefore report
variance components only for the first four age classes. No
replicates were lost during this time period, thus avoiding the
problem of some previous analyses in which late-age variance
components could be biased because only a subset of the
replicates were represented at late ages (14, 15). Predictions of
the population-genetic models of MA and AP (7) refer to scaled
variance components such that the transformed data from each
age and block were standardized to a mean value of 1.0 before
analysis.

To test the significance of the genetic effects and the change
of variance components with age, we fit a general linear model
that included the effects of block, age, parental line (line),
crosses between parental lines (cross), and all interactions of
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these effects. Block and age were treated as fixed effects. Line,
cross, and all interactions involving line or cross were treated as
random effects. The line effect provides a test for significance of
the general combining ability of lines and therefore a test of the
hypothesis that /4 > 0. The cross effect provides a test for the
significance of special combining ability and tests the hypothesis
that Vb > 0. The line-by-age interaction allowed us to test the
hypothesis that V4 changes significantly with age, and the
cross-by-age interaction provides the analogous test for V. To
conduct these tests, we used SAS Proc Mixed with restricted
maximum-likelihood estimation of random effects and likeli-
hood ratio tests of significance (25).

ID was calculated as (w, — wi)/w,, where w, was the mean
age-specific reproductive success of noninbred lines, and w; was
the mean of inbred lines (26). We calculated ID for the first six
age classes (7-42 days). We did not calculate ID after 42 days,
because some lines would have had to be dropped from the
analysis because all the flies had died, and these ages therefore
would have yielded biased estimates of ID. To avoid pseudorep-
lication in testing for significant ID, we calculated the mean for
all inbred and outbred lines in a block and then conducted paired
t tests on the block means of square-root-transformed data. A
significant difference between inbred and outbred means was
taken as evidence that the ID was significantly greater than zero;
tests were one-tailed based on the expectation that inbred means
would be less than noninbred means. The reported values and
standard errors of ID were calculated from block means of
untransformed data. To determine whether inbreeding load
increased significantly with age, we conducted a two-way
ANOVA on the block mean estimates of reproductive success for
inbred and noninbred individuals. The effects of age, inbreeding
status (inbred or noninbred), and interaction were included in
the model; all were treated as fixed effects. All significance tests
were performed on transformed, standardized data.

We calculated the genetic variance among homozygous lines
(Vu) as the among-line variance component in a general linear
model using restricted maximum-likelihood procedures; stan-
dard errors were calculated as described for ID. One isogenic
line had a mean inbred fitness of <50% of the outbred mean. ID
and 'y were calculated both with and without this line, because
recessive alleles with sublethal effects might have genetic prop-
erties unrepresentative of mildly detrimental alleles (27).

We also calculated genotypic correlations between age classes
using restricted maximum likelihood by fitting two parameters
(genetic and nongenetic) and constraining other components to
be zero in the quantitative genetic program QUERCUS (28). The
significance of correlations was tested by likelihood ratio tests,
and the reported standard errors were the large-sample standard
errors calculated by QUERCUS.

Results

Mean reproductive success decreased with age for both homozy-
gous and heterozygous genotypes, indicating substantial senes-
cence (Fig. 1). ID was significantly greater than zero at each age,
and the magnitude of ID increased 3-fold between 7 and 42 days
of adult age (Table 1). A two-way ANOVA of the block means
of reproductive success for inbred and noninbred individuals
showed that the effects of age, inbreeding status, and interaction
were all highly significant (Table 2). We evaluated the linear
trend of ID with age by treating age as a continuous covariate in
an analysis of covariance with inbreeding status as the main
effect. The inbreeding-by-age interaction was significant
[F(1,32) = 41.7, P < 0.0001]. To determine whether the trend
was solely due to the dramatic increase in ID in the last two age
classes, we repeated this analysis with the last age class excluded
and with the last two age classes excluded. The interaction term
was significant in both cases [F(1,26) = 19.1, P = 0.0002 and
F(1,20) = 13.9, P = 0.013, respectively].
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Fig. 1. Box plots of age-specific reproductive success. The horizontal axis is
age, and the vertical axis is reproductive success (number of offspring). (a) Het-
erozygous lines. (b) Homozygous lines. The boxes show 25th, 50th, and 75th
percentiles of distribution, whiskers show 10th and 90th percentiles, and the
square symbols indicate the mean.

Similar to the ID, the additive and dominance genetic varia-
tion increased dramatically between 7 and 28 days of age (Fig.
2). The analysis shown in Table 3 indicates that effects of line and
cross were highly significant, as were the line-by-age and cross-

Table 2. Effects of inbreeding status and age on reproductive
success when all lines were included

Degrees Mean
Source of freedom squares F ratio P>F
Age 5 0.056 4.18 0.007
Inbreeding 1 2.730 202.87 <0.0001
Inbreed X age 5 0.091 6.75 0.0005
Residual 24 0.013

With line 8 excluded: age, P = 0.025; inbreeding, P < 0.0001; inbreeding x
age, P = 0.0002.

by-age interactions, indicating that both the general and specific
combining abilities change significantly with age. Because the
fitness measure was the total age-specific reproductive success of
10 individuals of a specific genotype, there is a possibility that
some of the change in genetic variance with age might have been
caused by density- or frequency-dependent fitness changes
among genotypes. We therefore repeated the above analysis on
a data set that included only those observations in which six or
more individuals remained alive after the 21-day census. The
analysis therefore was restricted to observations in which only
small or moderate changes in density occurred over the time
period under investigation (45 vials were excluded). The line-
bg-age and cross-by-age effects were still significant (line X age:
X1 = 40.3, P < 0.0001; cross X age: ¥i=51,P= 0.02), and the
proportion of total variance accounted for by each of these
effects remained essentially unchanged (line X age: 0.122 before
vs. 0.150 after exclusion; cross X age: 0.080 before vs. 0.082 after
exclusion), indicating that the increase in genetic variance with
age was unlikely to be caused by density-dependent fitness
effects. Unfortunately, we could not evaluate the potential for
sex ratio-dependent fitness effects in this experiment, because we
did not census males and females separately. It should also be
noted that variance due to epistasis and linkage disequilibrium
can contribute to the variance estimates reported here (23,
29-31). However, these effects would have to increase system-
atically with age to account for our results, a pattern that to our
knowledge has not been reported.

The MA theory also predicts that the variance among ho-
mozygous lines (Vi) will increase with age, whereas the AP
theory does not predict an increase. We found that with all lines
included, Vy increased dramatically between 7 and 21 days of
adult life but then declined to zero (Table 4). With the low-fitness
line 8 excluded, Vy behaved similarly. By 28 days, two-thirds

Table 1. Age-specific reproductive success of noninbred (w,) and inbred (w;) flies, and the ID

[ID = (wo — wi)/wo]

Age, days W, (SE) w; (SE) ID (SE) t* P
All lines included
7 54.44 (4.13) 35.98 (2.20) 0.34 (0.05) 8.52 0.007
14 36.22 (1.32) 16.95 (2.23) 0.53 (0.08) 5.45 0.016
21 12.64 (2.61) 5.60 (2.56) 0.56 (0.11) 10.15 0.005
28 7.48 (0.88) 3.37 (1.17) 0.55 (0.12) 8.07 0.008
35 4.28 (0.71) 1.33 (0.62) 0.69 (0.13) 7.78 0.008
42 2.06 (0.24) 0.20 (0.13) 0.90 (0.05) 26.91 <0.001
One low-fitness line excluded
7 55.82 (3.97) 38.53 (2.26) 0.28 (0.06) 3.93 0.030
14 35.48 (1.38) 18.09 (1.87) 0.49 (0.07) 6.53 0.011
21 12.31 (2.56) 6.13 (2.75) 0.50 (0.12) 10.08 0.005
28 7.47 (0.94) 3.67 (1.24) 0.51(0.13) 8.28 0.007
35 4.42 (0.80) 1.48 (0.69) 0.67 (0.13) 7.47 0.009
42 2.16 (0.29) 0.22 (0.15) 0.90 (0.05) 23.42 <0.001

*t tests have two degrees of freedom.
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Fig.2. Age-specific estimates of additive (Va), dominance (Vp), and homozy-
gous variance (V) with standard error bars. Standard errors were calculated
from block means. Numbers next to the symbols are the mean variance
estimates.

(40/60) of the homozygous replicates had zero reproductive
success. The analysis at 28 days therefore had little power to
detect significant variation among lines (1-8 = 0.27 for a = 0.05).
With only ages 7-21 days included, the age-by-line interaction
was marginally nonsignificant (x{ = 3.22, P = 0.07). However,

Table 3. Effects of line, cross, and age on reproductive success
estimated by restricted maximum-likelihood analysis of
standardized, transformed data

Variance
Effect component —2LL* X2 P
Line (GCA) 0.009 651.1 55.72 <0.00001
Cross (SCA) 0.012 595.4 25.03 <0.00001
Line X block 0.005 570.4 13.87 0.0001
Cross X block 0.043 556.5 17.24 0.00003
Line X age 0.028 539.3 61.08 <0.00001
Cross X age 0.015 478.2 7.32 0.0068
Line X age X block 0.003 470.9 1.33 0.2488
Cross X age X block 0.000 469.5 <0.05 >0.823
Residual 0.072 469.5
Total 0.187

Table 4. Homozygous variance (V4) estimates

Variance
Age, days component F P
All lines included
7 0.015 2.34 0.059
14 0.028 2.16 0.078
21 0.086 2.82 0.029
28 —0.007 0.94 0.51
One low-fitness line excluded
7 0.0005 0.01 0.806
14 0.022 2.89 0.034
21 0.074 2.01 0.111
28 -0.019 2.75 0.04

the linear trend with age was highly significant (x; = 18.2, P <
0.0001).

The AP and MA theories also make contrasting predictions
with respect to genetic correlations (rg) between age classes (13,
32). The antagonistic interactions between early- and late-age
effects that characterize the AP theory should lead to negative
genetic correlations (rg < 0) between early and late fitness traits.
MA predicts that rg < 1, because genetic effects at different
ages will be at least partially independent. Under MA, correla-
tions between adjacent age classes can be high (rg = 0) if
deleterious alleles have effects that span several age classes (32).
Our estimates of genetic correlations were positive and generally
moderate in value; they also had large standard errors, which is
typical of genetic correlations even in large experiments (Table
5). One correlation was large and significantly positive (that
between 21 and 28 days of age), but the others were not
significantly different from zero by likelihood ratio tests. These
estimates suggest that genetic correlations among early and late
ages were not negative and probably fell in the range predicted
by MA, although the large standard errors make this conclusion
tentative. All estimates of phenotypic correlations were also
positive, with four of six being significantly greater than zero.

Discussion

We found strong support for all the predictions of the MA theory
of the evolution of senescence. In a previous test of these
predictions, ID and additive variance were found to increase with
age for two measures of male fitness, but neither trait exhibited
significant dominance variance (7). The previous study evaluated
the results of a partial diallel breeding design that included more
parental lines, but fewer crosses among the lines, than the full
diallel used here. Thus the present study had better power for
detecting dominance variance. The power to detect I} is critical
to tests of senescence theories, because an age-related increase
in Vp appears to be a unique prediction of the MA theory,
whereas V5 can increase under either model. ID also can
increase in the absence of MA if old individuals are more

Table 5. Genetic (above diagonal) and environmental
correlations (below diagonal) between reproductive success at
different ages

Age,
days 7 days 14 days 21 days 28 days
7 0.534 (0.47) 0.263* (0.08)  0.247* (0.06)

14 0.170 (0.41)
21 0.590 (0.46)
28 0.369 (0.43)

0.540* (0.13)  0.346*** (0.11)

0.618*** (0.43) 0.558* (0.02)

0.439 (0.41) 0.869** (0.19)

*Residual log-likelihood (X —2) of the model. —2LL is distributed as x? with
one degree of freedom.
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*P < 0.05, **P < 0.01, ***P < 0.10, before correction; bold indicates P < 0.05
after sequential Bonferroni correction for multiple tests.

PNAS | October 29,2002 | vol.99 | no.22 | 14289

EVOLUTION



susceptible to the deleterious effects of inbreeding. We therefore
believe this study presents the strongest support yet for the MA
model of senescence.

Although providing good power to detect changes in Vp, a
potential drawback of the complete diallel design we used is that
relatively fewer chromosomes can be sampled from the base
population than if a partial diallel design were used. However,
the goal here was not to make broad inferences about the
standing genetic variation in the base population, as has been
done elsewhere (13, 33), but to test specific predictions that
genetic variation and inbreeding load should increase with age.
This prediction was upheld for the sample of genotypes tested.
Also, there is no a priori reason to suspect that the genotypes we
used were unrepresentative. In fact, our estimates of ID and
genetic variance in young flies (7 days) were very similar to those
reported for other early-life Drosophila fitness components. On
a standardized scale [the mild detrimental load, Dy, (34), ad-
justed for the portion of the genome made homozygous], our
measure of the inbreeding load was 0.46 compared with 0.39 for
an estimate for male mating success (33) and 0.35 for estimates
of egg-adult viability (34). Our estimates for additive and
dominance variance [again on a standardized scale of coeffi-
cients of genetic variation (35)] were 4.5 and 11.8 respectively,
compared with mean values of 7.2 and 12.4 for several other
early-life fitness components (36).

There have been two other reports of age-specific measures of
variance components that were used to test the MA model, but
neither provided conclusive evidence in support of or against the
model. Promislow et al. (14) and Tatar et al. (15) measured
mortality rates and female fecundity in 25 heterozygous geno-
types produced from a partial diallel cross among 10 second-
chromosome isogenic lines. Neither study reported ID estimates,
because within-line crosses were not made, and neither study
found significant V'p at any age. The relatively small number of
heterozygous genotypes used (25 vs. 100 in our experiment)
could account for the failure to detect significant Vp. The
experiments should have had reasonable power to detect
changes in Va. The V4 estimates for female fecundity behaved
somewhat erratically early in life but did increase late in life.
Overall, the pattern was consistent with a linear age-specific
increase over the span of ages reported (3-31 days) (15).

Mortality data demonstrated increasing V4 during the first 3
(female) or 5 (male) weeks of life, but 174 decreased in both sexes
at later ages (14). Our analysis of Vs did not extend beyond 4
weeks of age because of cessation of reproduction of many
replicates beyond that age; thus, if a decrease in Vo occurs
beyond this age, we would not have observed it. However, there
were sources of bias in the Promislow et al. (14) study that might
have contributed to the apparent decrease at late ages. Uncon-
trolled genetic variation from the balancer stock was present in
the isogenic lines used in that study, and there was apparently no
control for hybrid dysgenesis. Both factors would contribute
additional within-genotype heterogeneity that was not present in
our study. Uncontrolled variation within genotypes is a concern,
because it can lead to dramatic underestimates of genetic
variance at late ages (37, 38). Thus, although it is not possible to
eliminate all sources of within-genotype variation (39), our
experiment contained fewer sources of such variation. In addi-
tion, the earlier study included different subsets of observations
at different ages, because some observations had no live flies during
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late-age classes and thus were excluded, whereas other replicates
were excluded at early ages because they had zero mortality.

Alternately, the contrasting results could reflect real differ-
ences in the genetic variation that influences age-specific mor-
tality and reproductive success. A recent treatment of the MA
model indicates that deleterious mutations with effects spanning
age classes can lead to plateaus in Vs at late ages (32). If
mutations affecting different life-history traits vary in their
degree of age specificity, different patterns of genetic variance
with age will arise. Currently there is little data relevant to this
question, although one study has indicated high, positive muta-
tional correlations between reproduction and longevity (40).

Although our results support the MA theory, they do not
necessarily contradict the AP theory. AP has received consid-
erable support from artificial-selection experiments (9), which
probably are the best way to detect negative genetic correlations
between early- and late-life fitness components. The AP and MA
processes are not mutually exclusive, and both could contribute
to senescence. One indication that both processes are operating
in our population is that the age-related increase in additive
variance is nearly as large as the increase in dominance variance.
If MA alone causes senescence, the dominance variance should
increase much faster than the additive variance (7). In our study,
the two components increased at nearly the same rate until day
21 (Fig. 2), although the dominance variance increased faster
after that age. AP could have caused some of the increase in the
additive component. Also, AP can lead to senescence even if
pleiotropic genes contribute very little genetic variation, because
selection can cause near fixation of alleles with beneficial early
and deleterious late effects and near elimination of alleles with
the reverse pattern of action (41, 42). Indeed, many of the
recently discovered “aging” genes in Drosophila and other model
organisms may fall into this category (43-48). Many of these
genes seem to have antagonistic pleiotropic effects, but thus far
there is no evidence that polymorphism in these genes is
associated with fitness variation within natural populations.

The AP model is consistent with the existence of a few genes
with individually large effects on late-life fitness, whereas the
MA process should lead to the maintenance of many deleterious
alleles at intermediate frequencies within populations, and these
alleles can have individually small effects on late-life perfor-
mance and health. Current methods of identifying aging genes
(such as mutation studies and quantitative trait locus-mapping
experiments) are most effective in finding alleles of large effect,
and even well designed studies will probably miss genes with
small effects. Novel approaches are needed to find such genes,
and a promising technique is illustrated by a recent mRNA
microarray study that indicated that aging is accompanied by
changing expression levels in thousands of genes (49). Combin-
ing this technique with assays of within-population genetic
variation could be a fruitful approach to identifying the genes of
small effect predicted under the MA model.
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